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Abstract

This paper is the first to rigorously analyze unintended effects of biomedical testing in

surveys. Random assignment of blood pressure measurements in a 2013 household survey

in Tanzania, and a second survey of the same individuals two years later, allows for the

identification of this “test effect” on hypertension (high blood pressure) awareness, health care

provider consultations for hypertension, and uptake of voluntary health insurance. As these

were the baseline and follow-up surveys of a health insurance impact evaluation, the possible

bias in the insurance impact estimates caused by the test effect can also be estimated. Since,

complying with ethical standards, respondents who were tested were told their test result,

the differential effect of a “good” versus a “bad” test result can be determined. A bad test

result is found to significantly increase both hypertension awareness, and likelihood of health

care provider consultations for hypertension. There is weaker evidence that a good test result

decreased both the likelihood to self-report hypertension and the likelihood to use health care

for hypertension. There is no evidence of a test effect for health insurance enrollment. In

particular, no evidence is found of a bias in health insurance impact estimates due to the

blood pressure measurements, for any of the outcomes.
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1. Introduction

As developing countries generally have no population-wide administrative health care data,

health economics research requires population representative data to be collected through

surveys. These often include self-reported morbidity indicators as measures of health status.

However, these subjective health measures suffer from misreporting due to respondents’ lack5

of knowledge of their true health status (Sen, 2002), respondents’ tendency to report a socially

desirable health status (Latkin and Vlahov, 1998; Adams et al., 2005), or because of recall

bias (Das et al., 2012). Instead, researchers can opt to collect objective health measures

by including biomedical tests in the survey, such as anthropometric measurements, blood

pressure measurements, and blood or saliva tests. While this allows more precise knowledge10

of a respondent’s true health status, biomedical testing in surveys has its own drawbacks. The

test may give false positives or false negatives (Banoo et al., 2008), there may be non-response

bias due to test refusal (e.g. Reniers and Eaton, 2009; Janssens et al., 2014), and test results

can even be faked by interviewers (Janssens et al., 2010).

The current paper is about another potential drawback of biomedical testing in surveys,15

namely its ability to change a respondent’s future health care seeking behavior. Such change

in behavior could effectively cause a carefully chosen representative sample to cease being

representative after the survey. In a panel setting it may bias research outcomes—such as

impact estimates of a health care intervention.1

It is well known that being surveyed can change behavior. Knowledge of being observed20

in the scope of an impact evaluation can cause behavioral change in both the treatment and

control group, called the Hawthorne and John Henry effect, respectively (Duflo et al., 2007).

The so-called question-behavior effect, which includes self-prophecy and mere-measurement

effects, occurs when people are asked questions about future behavior and consequently change

their actions in line with their answers (Sherman, 1980; Feldman and Lynch, 1988; Sprott25

et al., 2006; Dholakia, 2010). The survey effect occurs when asking questions about a certain

subject causes a reminder or salience shock that makes people act more responsibly afterwards

(Bridge et al., 1977; Zwane et al., 2011; Crossley et al., 2014; Axinn et al., 2015).

This paper concerns itself with unintended behavioral changes due to biomedical testing

in a survey setting. Disclosing previously unknown information about one’s health status30

closes an information gap, raising awareness of one’s true health status, rather than being

1Note that there may be a positive side to this behavioral change as well. If receiving biomedical mea-
surements causes a rise in health insurance demand among the poor, which has proven notoriously difficult to
achieve in developing countries (Gwatkin et al., 2004; Victora et al., 2004; Gwatkin and Ergo, 2011), large-scale
biomedical testing may get us one step closer to universal health coverage.
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a reminder of something already known. This effect, which I will call “test effect”, is thus

intrinsically different from those previously mentioned. It is expected to occur when health

implications of a revealed test result can be mitigated by behavioral change, such as health

care use or healthy living.2 Non-biomedical tests can fall into this category as well if revealing

the test result closes an information gap on a personal health related issue. For example the5

quality of a household’s drinking water directly affects the health of its members, and receiving

information that the water is contaminated may lead to better hygiene and water management

practices. Rapid biomedical tests—where the interviewer can see the test result—are special,

because the interviewer is obliged to report the test result to the respondent for ethical

reasons. If notification of the test result changes the respondent’s behavior, and subsequently10

sample representativeness, such rapid biomedical tests can have unintended (and unwanted)

consequences for research.

Several authors have rigorously analyzed how behavior changes when individuals learn

their HIV status (Thornton, 2008, 2012; Delavande and Kohler, 2012; Gong, 2015) or their

household’s water quality (Jalan and Somanathan, 2008; Davis et al., 2011; Luoto et al., 2011;15

Hamoudi et al., 2012) in the scope of a survey. These authors generally find heterogeneous

behavioral effects of a “good” versus a “bad” test result.3 Furthermore, Gong (2015) observes

that the behavioral response occurs when the test result reveals unexpected information, i.e.

that which is contrary to prior beliefs. However none of the mentioned experiments use rapid

tests—thus notification of the test result was optional in principle—and none look at how20

the behavioral change due to testing may affect impact estimates of a related intervention.4

Evidence is lacking on these unintentional test effects in particular.

Evaluating a health insurance intervention in rural Nigeria, Hendriks et al. (2014) seem

to detect a test effect with blood pressure measurement—a rapid test, and the subject of this

paper. They note that individuals who had high measured blood pressure at baseline—an25

indication of hypertension—were more likely to use anti-hypertensive drugs, and had lower

average blood pressure two years later. This was observed both in the insurance intervention

and in the control area—where the health insurance was not available. However, for lack of

a test control group, the authors could not assess whether the baseline measurements caused

this behavioral change or whether they biased the health insurance impact estimates.530

2Height measurement for example is not expected to change behavior.
3See Appendix A for a short summary of these papers.
4Zwane et al. (2011) did explore such unintended survey effects. They found that frequent surveying biased

the impact estimate of protected water sources on child diarrhea. They however detected no bias in health
insurance price sensitivity due to surveying.

5Tarozzi et al. (2014) encounter an unintended test effect in rural India, where a rapid diagnostic malaria
test was included in the baseline survey. Receiving an offer of insecticide treated bednets approximately four
months later, demand was observed to be higher in households where at least one member had tested positive
for malaria at baseline. Without a test control group however, the causal effect of the test could not be
identified.
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In the current paper these effects can be identified, in the scope of an impact evaluation of

a voluntary health insurance scheme in the Kilimanjaro region of Tanzania. It uses panel data

from two extensive household surveys in 2013 and 2015, where both socioeconomic and health

related information were collected. In the first survey 80% of households were randomly

assigned to receive blood pressure measurements. Complying with ethical standards, the5

survey medical officer, upon measuring a respondent’s blood pressure, informed the individual

of the result. In case of high blood pressure in two out of three measurements, i.e. a “bad”

test result, the respondent was warned of the cardiovascular risk of high blood pressure and

advised to seek medical care.6 Half of the sample gained access to the health insurance

program—which included hypertension treatment— five to nine months after the baseline10

survey, in July–October 2013.

With these data it is possible to assess the effect of the blood pressure measurements on

hypertension awareness and related health care seeking behavior, including take-up of health

insurance, in a panel household survey setting. The effect of a good and a bad test result

on these outcomes can be differentiated, and the bias in the insurance intervention impact15

estimates for these outcomes can be estimated. This bias is expected to occur if the blood

pressure test alters behavior differently in the presence of the novel insurance program than

without. Finally, since behavioral response to the test is expected to differ by subjective

beliefs of one’s own hypertension status, these differential effects will be identified as well.

To the author’s knowledge, this paper is the first to rigorously analyze unintended effects of20

biomedical testing in surveys.

The paper will proceed as follows. The next section will provide background information

on the research population and the health insurance intervention. The experiment is described

in Section 3, together with the data collection. Descriptive statistics are given in Section 4. In

Section 5 the model is presented, followed by the econometric analysis in Section 6. Section25

7 concludes.

2. Health insurance intervention

The background of the surveys is an impact evaluation of the so-called KNCU Health

Plan, a voluntary subsidized health insurance scheme in a rural part of the Kilimanjaro region

of Tanzania—on the slopes of mount Kilimanjaro. It was funded by the Health Insurance30

Fund (Dutch NGO), and implemented by the PharmAccess Foundation (Dutch NGO) and

MicroEnsure (an insurance company operating i.a. in Tanzania). This health insurance

6Determining whether someone has hypertension, i.e. chronically high blood pressure, is possible after high
blood pressure is measured multiple times over the span of several days. During the baseline survey individual
blood pressure was measured on the same day, which is insufficient for diagnostic purposes.
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was offered to small scale coffee farmers who are active members of the Kilimanjaro Native

Cooperative Union (KNCU), and their household members.7 Insured individuals could go

with their insurance card to a designated primary health facility in their vicinity—usually

an upgraded faith based dispensary—where they would receive free outpatient treatment.

Referrals to a district hospital were covered for pregnancy related complications only. The5

insurance was available at the household—rather than individual—level, and was on an annual

basis.8 The annual co-premium had to be paid in advance in cash and was priced on a sliding

scale, ranging from 12,000 Tanzanian Shilling (TZS) for one person, to 45,000 TZS for 9–12

people per household.9

KNCU is organized into about 90 so-called primary societies (PSs), which are spread10

throughout the Kilimanjaro region (KNCU). Because the KNCU Health Plan was gradually

expanded by PS since April 2011, the insurance intervention and control groups consisted

of several PSs in rural districts Hai, Moshi Rural, and Rombo: five PSs in the insurance

intervention group, and four in the control group. These were chosen such that they were far

enough apart to prevent spill-overs from the intervention to the control group, and such that15

they were similar at baseline on key characteristics such as access to health facilities, altitude,

distance to Moshi town, type of coffee grown, and in which district they were located. A map

of the insurance intervention and control area is shown in Figure C1 of the Appendix.10

Approximately seven months after the baseline survey the KNCU Health Plan was offered

to the insurance intervention group in districts Hai and Moshi Rural only. It proved not20

possible to introduce the insurance in Rombo district, which is why subsequently the insurance

intervention and control primary society in this district were excluded from the KNCU Health

Plan impact evaluation—and from the follow-up survey.11

There is heterogeneity in the KNCU Health Plan roll-out between the Hai and Moshi Rural

PSs (see Table C1 of the Appendix). The two insurance intervention PSs in Hai (Moshi Rural)25

district received access to the insurance in June–July (October) 2013, and had an upgraded

7Based on interviews with local village leaders, approximately two out of five households in the study area
are estimated to be such “KNCU households”, ranging from 10% to 89%, depending on the village.

8Note however that it was difficult for the insurer to check how many individuals resided in the household
at the time of insurance, because people would claim that certain household members had moved out since
the census (conducted in November 2012 to January 2013, see Appendix B). In households that enrolled in
the KNCU Health Plan, on average 84% of all household members who did not move out since the baseline
survey were covered by the insurance at first enrollment. 63% of these households were fully insured, i.e. all
household members who did not move away since baseline were insured. There is no clear negative relationship
between household size and the percentage of insured individuals per household: the correlation coefficient,
after removing one exceptionally large household with 11 individuals, is -0.16 (p=0.170).

9Since the full premium was 14,000 TZS per person, this implies a subsidy level of 14% up to 73%,
depending on household size.

10For more detailed information on the insurance intervention and control group choice and similarities at
baseline, see AIID and AIGHD (2013).

11This loss of sub-population is not expected to have caused sample selection, since both the choice of
insurance intervention and control group as well as the sampling was stratified by area (Rombo vs. non-
Rombo district), see AIID and AIGHD (2013) and Appendix B.
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(non-upgraded) dispensary as primary KNCU Health Plan facility. Furthermore, in Hai

district the KNCU Health Plan could be renewed after 12 months, while the two Moshi Rural

primary societies received free extension until the end of 2014, after which re-enrollment was

not possible. Namely, in that district, the KNCU Health Plan was replaced by a new insurance

since the start of 2015, as will be described in this section’s final paragraph. Heterogeneous5

test effects between the two districts will be explored in Section 6.

The study population in the districts Hai and Moshi Rural is quite poor, with median

per capita consumption at 2000 TZS or 1.25 USD (3.13 USD at PPP) at baseline.12 The full

KNCU Health Plan per capita premium thus amounts to one week of median per capita con-

sumption. At baseline, 10.8% of the survey sample had health insurance; 8.5% were insured10

by the National Health Insurance Fund (NHIF), and 2.1% by the Community Health Fund

(CHF). CHF is a community based health insurance, available to the full district population,

and managed by the district government. Its co-premium is 10,000 TZS per household per

year, and covers up to six household members. Insured individuals are entitled to outpatient

treatment in public health facilities in the district. However, treatment is not always free15

in practice. NHIF is the government health insurance, mandatory for government employees

(NHIF). The co-premium is 3% of income, and is half of the full premium. It covers all health

care in public, and selected private, health facilities. The spouse and up to four legal depen-

dents are eligible as beneficiaries. NHIF is available to informal sector employees for 987,500

TZS (≈ 617 USD) per family per year, more than the median annual per capita consumption20

in the research area (730,600 TZS). The KNCU Health Plan was introduced to provide high

quality health care at a low price, hypothesizing that this was not available to the target

population—outside of the public sector. Note that hypertension treatment is included in all

three insurance schemes.

In Moshi Rural district, the KNCU Health Plan joined with CHF as of 1 January 2015,25

in a public-private partnership with the local governments of these districts. It was re-named

improved Community Health Fund (iCHF), and is now available to the full district population.

Note that the insurance control group is located in Hai district. At the time of the follow-

up survey the marketing of iCHF had not yet reached the research population—only one

household in the treatment group had heard of it, and three in the control group—and none30

of the surveyed individuals were insured by iCHF at the time of the follow-up survey in March

2015. In May of that same year—one month after completion of all data collection—iCHF

became available to the Hai district population as well.13

12Source: baseline survey. 1 USD ≈ 1,600 TZS in February 2013 (Oanda). 1 USD ≈ 0.4 USD at Purchasing
Power Parity (PPP) in Tanzania in 2013 (World Bank).

13Siha was the first Kilimanjaro district where iCHF started, in November 2014.
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3. Experimental design and data collection

The baseline survey was conducted between 25 January to 6 March 2013 by Economic De-

velopment Initiatives (EDI) Ltd., a Tanzanian survey firm. Six teams totaling 24 interviewers

and seven health officers conducted household interviews and biomedical tests, respectively,

in 1,500 KNCU households; half of which belonged to the insurance intervention group.5

The random sample was stratified at the sub-village level.14 Interviewers were extensively

trained to introduce themselves as being from an independent survey firm, working together

with two Amsterdam research institutes—the Amsterdam Institute for International Develop-

ment (AIID) and the Amsterdam Institute for Global Health and Development (AIGHD)—

performing research on health insurance. The KNCU Health Plan was not mentioned. To10

check whether respondents still anticipated that the survey was part of KNCU Health Plan

related research, one of the open questions posed was—after explaining the concept of health

insurance—which health insurances respondents had heard of. Only 6% of households had

heard of the KNCU Health Plan—8% in the insurance intervention area, and 4% in the

insurance control area—lessening concerns of an anticipation effect.15

The household questionnaire was conducted in Swahili, the lingua franca of Tanzania,15

using computers with the specialized survey software Surveybe. It was very extensive, con-

taining sections on education, work, consumption, household assets, gifts and loans, coffee

production, risk and time preferences, self-reported health status, health care expenditures,

and health care seeking behavior. All individuals, including those not assigned to receive20

blood pressure measurements, were asked to give written consent for the biomedical part of

the interview.16 Complying with ethical standards, without this consent biomedical measure-

ments and biomedical questions were fully excluded from the interview.

Furthermore 80% of sampled households were randomly assigned for all adult household

members to receive blood pressure measurements, stratified by sub-village.17 This was done25

by the survey medical officers using the OMRON M6 Comfort digital blood pressure device.

They were extensively trained by medical doctors from AIGHD to be able to perform the

measurements according to the highest standards. To signal professionalism of the procedures,

14See Appendix B for more sampling details.
15Only for six households translation was needed to Chagga, the area’s tribal language.
16Either the caretaker or the household head was asked to give consent for minors.
17Individuals between 12 and 59 years of age in the same subset of households were also assigned to receive

lung function measurements. However, since it turned out extremely difficult for respondents to correctly
perform these lung function measurements—one needed to blow three times into a machine with considerable
strength—only 34% successfully completed the procedure. Furthermore, only 5% of those individuals (2%
of the total) showed signs of obstructive pulmonary disease, and were advised to seek medical care for this
condition. This is why lung function measurements will be excluded from the analyses. Subsequent results
are robust to exclusion of individuals with signs of obstructive pulmonary disease at baseline. Furthermore,
it should be noted that all consenting individuals in all surveyed households received anthropometric mea-
surements. Because individuals were not warned of health issues concerning anthropometrics, a behavioral
response from these measurements is not expected.
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the survey medical officers were dressed in doctors’ white coats. If an individual had high

blood pressure (systolic blood pressure ≥ 140 mmHg or diastolic blood pressure ≥ 90 mmHg)

in two out of three measurements, the medical officer would point out the health risks of high

blood pressure with the help of a leaflet especially designed for the survey, and would advise

the person to visit a health care professional for additional testing and treatment. The leaflet,5

written in Swahili, was finally handed to the respondent for their information.

Two years later, in March 2015, EDI Ltd. returned to interview the same households.

Because Rombo district was not anymore included in the follow-up survey (see Section 2),

the sample was reduced from 1,500 to 1,000 households. The follow-up survey questionnaire

was less extensive than that of the baseline, but included questions on self-reported health10

status, health care utilization, health expenditures, and detailed health insurance questions—

including health insurance status one year before the follow-up survey, in March 2014.

Medical ethical clearance for both survey rounds was received from the Tanzania National

Institute for Medical Research (NIMR). The Tanzania Commission for Science and Technology

(COSTECH) gave general research clearance.15

4. Data description

The 1,000 baseline households from districts Hai and Moshi Rural had a total of 4,122

household members, out of which 2,530 were adults (BP test: 2,038; No BP test: 492)18. Out

of all adults 2,159 (85%) consented for the biomedical part of the survey (BP test: 1,738 =

86%; No BP test: 421 = 85%). From all who received the blood pressure measurements—20

namely all consenting adults, except 43 individuals who did give consent but were not avail-

able for the measurements—588 (35%) had high blood pressure in at least two out of three

measurements, i.e. a bad test result.

Out of these 1,000 baseline households 34 could not be reached at follow-up (BP test: 29

= 4%; No BP test: 5 = 3%), out of which 19 (56%) were in the insurance intervention group.25

These households had either moved, were unavailable of had refused an interview. Out of the

baseline consenting adults 1,800 (83%) were still household members at follow-up (BP test:

1,444 = 83%; No BP test: 356 = 85%) and 1,536 (85%) consented at follow-up (BP test:

1,243 = 86%; No BP test: 293 = 82%).19 These 1,536 individuals are used in the analyses.

Individuals who left the household or did not give consent at follow-up were on average 1230

years younger, more likely to be male, healthier, better educated, more likely to have worked

in the past year, and more likely to have experienced a financial health shock at baseline,

18“BP test” are the individuals in households that were randomly assigned to receive blood pressure mea-
surements, and “No BP test” are those in households that were not assigned to receive the measurements.

19Only 25 of those had a missing test result at baseline.
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compared to those in the research sample.20 The baseline characteristics of those not available

for the (biomedical part of the) follow-up survey were however balanced between the blood

pressure test and control group.21

Table 1: Means of baseline variables, by blood pressure test assignment

BP test No BP test ∆Mean
Mean Mean p-value

(N=1243) (N=293)

Main
Insurance intervention area 0.48 0.54 0.186
Self-reported HT 0.23 0.26 0.189
BP check - past 12 months 0.34 0.37 0.467
Consult for HT - past 12 months 0.16 0.19 0.229
Any health insurance 0.15 0.13 0.367

Socio-economic characteristics
Age (years) 54.8 57.7 0.016*
Female 0.61 0.59 0.476
Marrieda 0.69 0.70 0.686

Workedb - past 12 months 0.21 0.17 0.073+

Religion: Christian 0.96 0.96 0.887
Mother tongue: Chagga 0.99 0.97 0.250

Educc: None 0.09 0.13 0.094+

Educ: Less than primary school 0.31 0.32 0.827
Educ: Primary school 0.54 0.49 0.163
Educ: More than primary school 0.06 0.06 0.853

Self-reported illness/ injury
Chronic illness 0.41 0.46 0.157
Acute illness / injury - past 12 months 0.50 0.52 0.553
Hospitalization - past 12 months 0.07 0.08 0.546

Household characteristics

Annual consumptiond - PC (TZS/1,000) 860 872 0.742
Financial health shock - past 12 months 0.37 0.39 0.632

Household size 4.40 4.09 0.073+

#Young children in HH (age < 5) 0.20 0.12 0.005**
#Elderly in HH (age ≥ 60) 0.70 0.78 0.199
#Reproductive age women (15–45) in HH 0.51 0.39 0.042*

Note: The table shows statistics for all adults who gave consent for the biomedi-
cal part of both surveys (questions and measurements). Means are weighted and
p-values clustered at the household level, in accordance with the sampling me-
thod. BP=blood pressure; HT= hypertension; HH=household; PC=per capita;
aIncludes mono- and polygamous marriage; bApart from household chores and

family farming; cHighest completed educational level; dOne outlier excluded.
+ p<.10, * p<.05, ** p<.01, *** p<.001.

Table 1 compares, for all adults who consented for the biomedical part in both surveys,

the baseline means of the outcome variables and other control variables, by blood pressure5

test assignment. Out of the 22 baseline characteristics, three are not balanced at the 5%

level, all age related. Individuals not assigned to receive blood pressure measurements are

found to be on average three years older than those assigned to receive the measurements.22

Since hypertension risk increases with age, this must be taken into account in the analyses.

Consequently observations will be reweighted according to age in the robustness checks.10

20See Table C2 of the Appendix.
21See Table C3 of the Appendix.
22Looking at the mean age separately for the insurance intervention and control group it turns out that the

imbalance is small and not statistically significant in the intervention area (BP test: 54.7 years; No BP test:
55.7 years; p=0.479). However the difference in means is quite severe in the insurance control area (BP test:
54.9 years; No BP test: 60.1 years; p=0.008). When regressing blood pressure test assignment on age-group
dummies, insurance intervention area, and their interactions, it becomes clear that the oldest group (70 years
and older) is overrepresented in the non-tested individuals of the insurance control area.
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Baseline characteristics are balanced between the insurance intervention and control area,

except for high blood pressure prevalence, which is almost one and a half times higher in the

insurance control area than in the insurance intervention area (Table C4).23 Since observed

test results can be controlled for, this imbalance is not problematic for analyses.

Figure 1: Outcomes by test result and insurance area (N=1511). Observations in the insurance intervention
[control] area: Total: 789 [722]; High blood pressure: 209 [258]; Good blood pressure: 425 [326]; Control
group (no test): 155 [138].

23This is not due to age imbalance, since regressing the insurance intervention area on age-group dummies
for those who received blood pressure measurements yields a p-value of 0.499 for the joint significance F-test.
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Figure 1 shows the means of the outcomes of interest—self-reported hypertension, blood

pressure checks in the past 12 months, health care provider consultations for hypertension

in the past 12 months,24 and health insurance enrollment—over time, disaggregated by test

result and by the insurance intervention and control area.

The general picture from Figure 1 is that—as expected—already at baseline, individuals5

with a bad test result were more likely to self-report hypertension, more likely to have utilized

health care for hypertension in the past year, and more likely to have health insurance, com-

pared to those with a good test result at baseline. Baseline means of individuals from the test

control group—residing in households not assigned to receive blood pressure measurements—

are a priori expected to be in between those with a good and a bad test result. This can10

indeed be seen in the insurance intervention group, for all outcomes except for the insurance

prevalence, which is lower than expected for those in the test control group. However, in the

insurance control group, the baseline means are as high or higher than those of individuals

with high blood pressure at baseline. This is an indication that hypertension prevalence in

the test control group may very well be higher than that of the population, which is in line15

with the earlier observation that non-tested individuals in the control group are on average

older than those assigned to be tested (footnote 22). Reweighting according to age should

control for this imbalance.

From the first set of graphs in Figure 1, it can be seen that after two years, as expected, the

percentage of self-reported hypertension increased (decreased) in both the insurance interven-20

tion and control area among those who had a bad (good) test result at baseline. Among those

who were not assigned to receive blood pressure measurements the percentage of self-reported

hypertension surprisingly decreased in the insurance control area (statistically insignificant

at a 10% level). As can be seen from the second set of graphs, there is a small increase

between baseline and follow-up in the percentage of individuals who had their blood pressure25

checked in the past 12 months, for all subgroups.25 The third set of graphs, showing the

percentage of individuals who consulted a health care provider for hypertension in the past

12 months, displays a pattern similar to self-reported hypertension: an increase over time for

those with high blood pressure at baseline, and a decrease for those with good blood pressure.

For the test control group there is an unexpected decrease in likelihood of consultations for30

hypertension over time, for both the insurance intervention and control group.

The final set of graphs in Figure 1 shows the percentage of individuals enrolled in any

health insurance scheme. As mentioned in Section 2, already at baseline almost 11% of the

24Note that the follow-up survey occurred 25–26 months after the baseline survey. Thus if during the
follow-up survey someone reports to have utilized health care in the past 12 months, this visit occurred at
least one year after the baseline survey.

25The household survey blood pressure test was explicitly excluded when phrasing this survey question.
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surveyed individuals had health insurance (2% CHF, 9% NHIF). In the insurance intervention

area there is a rise in health insurance in 2014 and 2015, irrespective of the blood pressure

measurement. In the insurance control group there is hardly any change in health insurance

enrollment between 2013 the baseline survey and 2014, but there is a rise in 2015, for all

three groups. The rise in insurance take up in the insurance intervention group is mainly due5

to uptake of the KNCU Health Plan,26 while in the control group it is CHF insurance take

up that increased between baseline and follow-up (Figure C2).27 There is no indication that

those with a bad test result are more likely to take up health insurance than those with a

good test result. This is to be expected with household level insurance, such as the KNCU

Health Plan and CHF: healthy household members become insured along with the sick.10

Finally, the previously mentioned age imbalance between the test and no test group is

problematic if the test effect is heterogeneous by age. There is no indication of this however

(Figure C3).

5. Model

For the kth outcome of interest, Yk, the test effect—irrespective of its result—is captured15

by parameter βk in the following difference-in-differences individual fixed effects model:28

ykit = βk(Mi × Tt) + γkTt + δki + εkit, (1)

where ykit is the kth outcome value for individual i at time t, which is equal to 0 at baseline

(January–February 2013), and 1 at follow-up (March 2015)—except for health insurance take-

up. Namely, when considering health insurance take-up t will be equal to 1 in March 2014

(one year before the follow-up survey), because this reflects the first-time KNCU Health Plan20

choice.29 Mi is a dummy equal to 1 if individual i was assigned to receive blood pressure

measurements at baseline,30 and 0 otherwise. The time dummy Tt is 0 at baseline and 1

26 Note that the KNCU Health Plan was introduced there in July–October 2013. Because one KNCU
Health Plan insurance package lasts for one year—except in the Moshi Rural insurance intervention area,
where it was extended to 15 months (Table C1)—this means that the (March) 2014 insurance status reflects
the first-time KNCU Health Plan insurance choice. The (March) 2015 insurance status does not reflect the
KNCU Health Plan second-time insurance choice well, because there was no second-time enrollment possible
in Moshi Rural due to the introduction of the new iCHF insurance (Section 2).

27NHIF insurance shows no substantial changes over time, which is unsurprising for a government employee
insurance that is extremely expensive for the informal sector (see Section 2).

28Equation 1 is a linear probability model, since all outcomes of interest are binary. A non-linear model
is in theory preferred, e.g. the “changes-in-changes” model by Athey and Imbens (2006), as suggested by
Blundell and Dias (2009). However, as shown by Angrist and Pischke (2009, p. 197-205) and Wooldridge
(2002, p. 472), estimated marginal effects and standard errors from a non-linear model are in general similar
to those of its linear counterpart.

29See footnote 26. The insurance status in March 2015 unfortunately does not reflect the second-time
KNCU Health Plan choice well, which is why it will not be used in the analyses.

30This is thus excluding individuals who did not give consent for the biomedical part of the survey, and
including the 25 individuals who gave consent, but did not receive the test.
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when t = 1, such that parameter γk captures the common time trend. The individual time

invariant characteristics are captured in the fixed effect δki, and εkit is the error term.

Because the blood pressure measurement is combined with notification of the result—as

is necessary to obtain ethical clearance for rapid biomedical testing in surveys—it is expected

that the test result will drive behavior, rather than the act of testing.31 To differentiate5

between the effects of a good and a bad test result Mi is split up in Mi = Gi +Bi, such that

Gi and Bi are dummy variables for a good and bad test result, respectively.32 The parameters

of interest are then βkg and βkb in the following equation:33

ykit = βkg(Gi × Tt) + βkb(Bi × Tt) + γ′kTt + δ′ki + ε′kit. (2)

The test effect is heterogeneous by test result iff βkg 6= βkb. A priori it is expected that

βkb ≥ 0 for all outcomes: individuals hearing that they have high blood pressure will become10

more aware of this, will utilize health care more often, and are more likely to take up health

insurance afterward. Symmetrically, it is expected that βkg ≤ 0 for all outcomes, except

health insurance uptake, which could still be attractive, since it protects against many types

of health risks—not only hypertension. Moreover, in case that health insurance is at the

household level, such as with the KNCU Health Plan and CHF, healthy household members15

are expected to take up health insurance along with the sick.

Adding to equation 1 interaction terms with dummy Di, denoting the insurance interven-

tion area, i.e. the insurance program intent to treat (ITT), gives:

ykit = β̃k(Mi × Tt) + η̃k(Mi ×Di × Tt)+

θ̃k(Di × Tt) + γ̃kTt + δ̃ki + ε̃kit.
(3)

Parameter θ̃k captures the insurance intervention ITT on the outcome, expected to be

non-negative for all outcomes, and distinctly positive for insurance uptake. The parameter20

of interest in equation 3 is η̃k, since it represents the bias from the blood pressure test

31Note, since there is no intermediate control group which receives the test, but does not learn its out-
come, the effect of administering the test only—without letting the respondent know its outcome—cannot be
determined.

32This split is impossible for the 25 individuals in the treatment group who gave consent but were not
tested, thus their Gi and Bi value is set to be missing.

33Controlling for a bad test result in both the treatment and the test control group, as in Jalan and
Somanathan (2008), is not possible due to lack of a control group that does not learn the test result (footnote
31). Because the testing treatment was randomly assigned, the a priori expectation is that the bad test result
would have been balanced between the treatment and control group, if the latter would have received the
test. From the descriptive results in Table 1 it seems however that the high blood pressure prevalence in
the test control group is likely higher than that of the treatment group, since the latter individuals are on
average younger. Fixed effects regression should control for this imbalance as long as the treatment effect is
not heterogeneous by age. As mentioned at the end of Section 4, there is no indication of heterogeneity by
age in the outcomes of interest. Any remaining age imbalance will be corrected for once the regressions are
reweighted by age in the robustness analyses.
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(disregarding its result) in the insurance intervention ITT estimate.34 Note finally that Mi ⊥

Di, because the randomization of the testing treatment (Mi) was equally divided between

the insurance intervention and control area by design.

The bias may heterogeneous for those with a good versus a bad test result. Splitting Mi

into Gi +Bi in equation 3 gives:5

ykit = β̃kg(Gi × Tt) + β̃kb(Bi × Tt) + η̃kg(Gi ×Di × Tt) +

η̃kb(Bi ×Di × Tt) + θ̃′k(Di × Tt) + γ̃′kTt + δ̃′ki + ε̃′kit,
(4)

where the parameters of interest are η̃kg and η̃kb, giving the bias in the insurance inter-

vention ITT estimate from a good and bad test result, respectively. Here η̃kb is expected to

be non-negative for the two health care utilization outcomes, as well as for insurance uptake.

Namely for individuals with a bad test result at baseline, access to the KNCU Health Plan is

a priori expected to further increase health care use and insurance uptake, i.e. it is expected10

to amplify the effect of a bad test result in absence of the KNCU Health Plan. However,

η̃kb may be (close to) zero because (i) household level insurance reduces adverse selection,

(ii) because insured individuals do not increase health care use (no moral hazard), or (iii)

because when the KNCU Health Plan became available in the insurance intervention area

(five to nine months after the baseline survey) people had already forgotten the results of the15

baseline survey measurements. In case of self-reported hypertension the sign of η̃kb is unclear,

since the baseline high blood pressure may have been acute instead of chronic (see footnote

6). No additional effect of the insurance intervention is expected in case of a good test result,

thus η̃kb is expected to be zero.

Finally, the behavioral response to the test is expected to differ conditional on prior beliefs20

of hypertension status, i.e. self-reported hypertension at baseline. In particular, as in Gong

(2015), it is expected that the behavioral response will be strongest in those “surprised” with

a good/bad test result, than in those who are “unsurprised”. These heterogeneous effects will

be explored in the next section as well.

34This can be seen as follows. Defining ∆yki := yki1 − yki0, omitting the subscript k, and writing Mi (Di)
instead of Mi × Tt (Di × Tt) for ease of notation, gives:

E(∆yi|Mi, Di) = C + E(∆εi|Mi, Di),

= C +MiDiE(∆εi|Mi = 1, Di = 1) + (1−Mi)DiE(∆εi|Mi = 0, Di = 1)

+Mi(1−Di)E(∆εi|Mi = 1, Di = 0) + (1−Mi)(1−Di)E(∆εi|Mi = 0, Di = 0),

=: C +MiDiE11 + (1−Mi)DiE01 +Mi(1−Di)E10 + (1−Mi)(1−Di)E00,

= C + E00 +Mi(E10 − E00) +Di(E01 − E00) +MiDi[(E11 − E10)− (E01 − E00)],

where C is a constant. The term (E01 − E00) is the ITT of the insurance program in absence of blood
pressure measurements; (E10 − E00) is the ITT of the blood pressure measurements without the availability
of the insurance program; and [(E11−E10)−(E01−E00)] is the ITT of the insurance program in the presence
of blood pressure measurements, minus the ITT in absence of the blood pressure measurements, i.e. the bias
in the insurance program ITT due to the blood pressure measurements. Note finally that the within estimator
is equivalent to the first difference estimator up to a constant.

14



6. Analysis

Because of the random assignment of households into receiving the blood pressure tests at

baseline a priori it could reasonably be assumed that the time trend of the outcome of interest

in absence of the baseline test would be the same between the test and no-test group. Then,

using a two period balanced panel, the above equations could be consistently estimated with5

the fixed effects estimator (Cameron and Trivedi, 2009).

However, from Section 4 is was clear that the randomization was unlucky in terms of

age—a risk factor for hypertension—since the test group is on average younger than the no-

test group. The individual fixed effects estimator is still consistent if the test effect is not

heterogeneous by age—of which there is no indication, as also noted at the end of Section 4.10

In case there is some age heterogeneity, reweighting observations by baseline age-group would

solve the issue. This will be done as robustness check.

All subsequent regressions are performed using the command “xtreg, fe” in Stata 11.2

software (StataCorp, 2009). According to the sampling frame, observations are weighted by

their sampling probabilities, and errors are clustered at the household level. Only adults who15

gave consent for the biomedical part of both surveys are included in the regressions.

6.1. Main results

Since the test effect is expected to be heterogeneous by test outcome, and even with

opposite signs for three out of four outcome variables, it seems prudent to first look at the

results corresponding to equation 2 and 4.20

Table 2: Main results, corresponding to equation 2

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
Good BP -0.053 -0.003 0.001 0.016

(0.032) (0.042) (0.031) (0.034)
High BP 0.140∗∗∗ 0.039 0.113∗∗ -0.009

(0.039) (0.045) (0.038) (0.035)
Constant -0.018 0.029 -0.064∗ 0.063∗

(0.028) (0.034) (0.027) (0.028)
Observations 3014 3008 3006 3022
P(βkg = βkb) <.001∗∗∗ 0.260 <.001∗∗∗ 0.289

Note: Fixed effects regression on balanced two-period panel; weighted
and standard errors clustered at household level, according to the
sampling frame. Standard errors in parentheses. All independent
variables are interacted with time dummy (notation “× Time”
omitted). BP=blood pressure; HT=hypertension; 12m=12 months;
+ p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.

Table 2 shows the estimation results for equation 2. Here evidence is seen of a test effect for

self-reported hypertension and consultations for hypertension in the past 12 months. There

is a 14 pp increase (significant at the 0.1% level) in self-reported hypertension for those

individuals who had a bad test result at baseline, compared to those who were not tested.

There is also a 5 pp decrease in self-reported hypertension for those with a good test result.25
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However, this is not significantly different from zero at a 10% level. Having had a bad test

result at baseline increases the probability to consult a health care provider for hypertension

significantly (at the 1% level), by 11 pp. A good test result is found to have no influence

on consultations for hypertension. Heterogeneous test effects between a good and a bad test

result for these two outcomes are confirmed by the small p-value corresponding to the Wald5

test of βkg = βkb.

There is however no significant effect of a good or bad test result on visiting a health care

provider for blood pressure checks (column 2 of Table 2) or on insurance take up (column 4

of Table 2). While the signs in column 2 are as expected, the test effects in case of health

insurance take-up have the opposite sign. Thus Table 2 gives no evidence of adverse selection10

into health insurance due to the test.35

There is no evidence of any test effect when not differentiating by test result, for any

outcome (Table C5). The heterogeneous test effects of a good and bad test result thus seem

to cancel each other out.

Table 3: Main results, corresponding to equation 4

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
Good BP -0.029 -0.010 0.001 0.008

(0.048) (0.056) (0.043) (0.046)
High BP 0.169∗∗ 0.064 0.121∗ 0.024

(0.056) (0.058) (0.051) (0.046)
Good BP × Ins.area -0.044 0.013 -0.000 0.016

(0.065) (0.083) (0.061) (0.067)
High BP × Ins.area -0.053 -0.061 -0.006 -0.037

(0.079) (0.089) (0.077) (0.070)
Ins.area 0.055 0.001 0.034 0.128∗

(0.056) (0.067) (0.054) (0.055)
Constant -0.048 0.028 -0.082∗ -0.006

(0.042) (0.044) (0.038) (0.039)
Observations 3014 3008 3006 3022

P(β̃kg = β̃kb) <.001∗∗∗ 0.143 0.003∗∗ 0.512
P(η̃kg = η̃kb) 0.891 0.327 0.921 0.281

Note: Fixed effects regression on balanced two-period panel; weighted and
standard errors clustered at household level, according to the sampling frame.
Standard errors in parentheses. All independent variables are interacted with
time dummy (notation “× Time” omitted). BP=blood pressure; HT=hyper-

tension; 12m=12 months; Ins.area= Insurance intervention area; + p < .10,
∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.

Table 3 shows the estimation results corresponding to equation 4. Even more pronounced15

than in Table 2, a significant positive effect can be seen of a bad test result on self-reported

hypertension (17 pp increase, significant at the 1% level) and health care provider consulta-

tions for hypertension (12 pp increase, significant at the 5% level). Also similarly to Table 2,

there is no singificant effect of a good or bad test result on the other two outcomes (at the

35When running regression 4 of Table 2 at the household level (replacing the individual bad test result with
a dummy for a bad test result in the household, and similarly replacing the individual good test result with
a dummy for only good test results in the household) the signs and significance of the parameter estimates
remain the same.

16



10% level). The insignificant parameter estimates of “Good BP × Ins. area” (η̃kg) and “High

BP × Ins. area” (η̃kb), as well as the insignificant Wald test of η̃kg = η̃kb for all outcomes,

give no evidence that the test biases the KNCU Health Plan impact estimates. Possibly this

is because the KNCU Health Plan is offered at the household level only, thus limiting adverse

selection.36 Unsurprisingly, there is a 13 pp impact (significant at the 5% level) of offering5

the KNCU Health Plan on health insurance enrollment in the insurance intervention area.

There is again no evidence of a test effect when not differentiating by test result, for any

outcome (Table C6).

6.2. Test effect conditional on prior beliefs

Table 4 shows results corresponding to equation 2, when additionally controlling for self-10

reported hypertension at baseline (in the levels only). The test effects for the first three

outcome variables are now more pronounced than in Table 2. The effect of a good test result

on self-reported hypertension is now much larger at -11 pp (significant at the 0.1% level).

Additionally, a good test result now has a negative effect on health provider consultation for

hypertension, as a priori expected. However this is not significant at the 10% level.15

Table 4: Controlling for self-reported hypertension at baseline, corresponding to eq. 2

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
Good BP -0.116∗∗∗ -0.039 -0.040 0.018

(0.027) (0.042) (0.027) (0.034)
High BP 0.187∗∗∗ 0.065 0.144∗∗∗ -0.011

(0.035) (0.044) (0.036) (0.035)
Self-reported HT -0.635∗∗∗ -0.359∗∗∗ -0.419∗∗∗ 0.018

(0.031) (0.038) (0.039) (0.027)
Constant 0.147∗∗∗ 0.122∗∗∗ 0.046∗ 0.059∗

(0.024) (0.035) (0.023) (0.028)
Observations 3014 3008 3006 3022
P(βkg = βkb) <.001∗∗∗ 0.004∗∗ <.001∗∗∗ 0.236

Note: Fixed effects regression on balanced two-period panel; weighted
and standard errors clustered at household level, according to the
sampling frame. Standard errors in parentheses. All independent
variables are interacted with time dummy (notation “× Time”
omitted). BP=blood pressure; HT=hypertension; 12m=12 months;
+ p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.

Adding additional interaction terms “Good BP × Self-reported HT” and “Bad BP × Self-

reported HT” gives information on whether the test effect differs in case the result revealed

unexpected information, instead of expected information. An interaction term of zero means

that there is no significant difference between the two. Table 5 shows that all the interaction

terms are not significantly different from zero, except “Good BP × Self-reported HT” when20

the outcome is self-reported hypertension—in which case the interaction term is -21 pp (sig-

nificant at the 5% level). Thus, someone who reported to have hypertension at baseline but

36Running regression (4) of Table 3 at the household level, analogously to footnote 35, gives results similar
to those of Table 3.
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had a good test result is much more likely to report not having hypertension at follow-up

than someone unsurprised with a good test result.

From Table C7 of the Appendix it can be seen that there is again no evidence of bias caused

by the test, even when adding self-reported hypertension interaction terms to equation 4.

Table 5: Heterogeneity by self-reported hypertension at baseline, corresponding to equation 2

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
Good BP -0.074∗∗ -0.016 -0.042∗ 0.035

(0.026) (0.045) (0.020) (0.034)
Good BP × Self-reported HT -0.208∗ -0.103 -0.019 -0.068

(0.081) (0.098) (0.098) (0.066)
High BP 0.185∗∗∗ 0.077 0.105∗∗∗ 0.017

(0.038) (0.050) (0.031) (0.034)
High BP × Self-reported HT -0.012 -0.049 0.127 -0.098

(0.081) (0.093) (0.099) (0.064)

Self-reported HT -0.551∗∗∗ -0.300∗∗∗ -0.463∗∗∗ 0.082+

(0.065) (0.075) (0.077) (0.046)
Constant 0.125∗∗∗ 0.107∗∗ 0.057∗∗ 0.042

(0.024) (0.037) (0.019) (0.027)
Observations 3014 3008 3006 3022

Note: Fixed effects regression on balanced two-period panel; weighted and standard
errors clustered at household level, according to the sampling frame. Standard
errors in parentheses. All independent variables are interacted with time dummy
(notation “× Time” omitted). BP=blood pressure; HT=hypertension; 12m=12

months; + p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.

6.3. Robustness checks5

Results are robust to sub-village level clustering of standard errors and age-group reweight-

ing. Furthermore, no heterogeneous test effect is found between the Hai and Moshi Rural

treatment areas. Robustness check results are not shown here, but are available upon request.

7. Conclusion

This paper provided strong evidence that individual behavior can be substantially influ-10

enced by the inclusion of rapid biomedical tests in surveys (“the test effect”). The test—in

this case blood pressure measurement—was embedded in an impact evaluation of a volun-

tary health insurance intervention in the Kilimanjaro region of Tanzania. This allowed to

assess whether the test effect differed between the insurance intervention and control areas,

something that would bias the insurance (intention to treat) impact estimates.15

It was found that measured high blood pressure (a “bad test result”) significantly in-

creased hypertension awareness, as well as the likelihood to consult a health care provider for

hypertension. There is also evidence, albeit weaker, that a good test result reduced both the

likelihood to self-report having hypertension, as well as the likelihood to consult a health care

provider for hypertension. The test effect did not differ between those surprised and those20

unsurprised with their blood pressure measurement, as in Gong (2015). Unexpectedly, there
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was no test effect on health insurance enrollment. Finally, no evidence was found that the

blood pressure measurements biased health insurance impact estimates.

Medical clearance procedures mandate that results of rapid biomedical tests are revealed to

the individuals who are tested during a survey. Considering the above evidence of behavioral

change due to blood pressure measurements, as well as that of earlier papers with HIV5

and water quality testing (e.g. Thornton, 2008; Gong, 2015; Jalan and Somanathan, 2008;

Hamoudi et al., 2012) it is recommended that the relatively easy and cheap method introduced

in this paper, i.e. the random exclusion of a small percentage of interviewed individuals from

participating in the test, should be routinely adopted in such surveys, to facilitate rigorous

testing of whether these tests have biased the outcomes of interest.10
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Appendix A Behavioral response to household survey testing in the literature

A.1 HIV testing

Thornton (2008) conducted an experiment in rural Malawi where people were randomly

assigned monetary incentives to learn their HIV status after having been tested during a

household survey. She finds that sexually active HIV positive individuals who learn their5

status are three times more likely to buy condoms two months later, compared to those who

did not learn their status. She finds no test effect on condom purchases for HIV negative

individuals. Based on the same experiment, Thornton (2012) finds no effect of learning one’s

HIV status on economic behavior two years later. Delavande and Kohler (2012), also using

data from this experiment, observe surprisingly that becoming aware of an HIV negative10

status increases one’s subjective beliefs of being HIV positive after two years. Those who

learned they were HIV positive self-reported less risky sexual behavior—more condom use

and less sexual partners—than HIV positive individuals who did not learn their result.

Using data from experiments in urban Kenya and Tanzania where HIV tests were ran-

domly assigned during a survey, Gong (2015) finds that individuals surprised by their HIV15

positive (negative) result had higher (lower) likelihood to contract gonorrhea or chlamydia—

sexually transmitted infections (STIs), and proxies of risky sexual behavior—six months after

the experiment, compared to untested individuals with similar prior beliefs about their HIV

infection probability. However, no test effect on STI infection was observed for those unsur-

prised by their test result.20

A.2 Water quality testing

Jalan and Somanathan (2008) conducted a household survey in urban India, where house-

holds’ own drinking water was tested for the presence of fecal bacteria, and a random sample

learned their test result. Households initially not purifying their water that received a bad

test result—denoting presence of fecal bacteria in their drinking water—were more likely to25

start purifying their water within two months of learning the result, compared to those not

learning their test result. Initially purifying households that received a good test result did

not reduce purification.

Davis et al. (2011) use data from a household survey experiment in peri-urban Tanza-

nia where all households received general information on water quality and treatment, and30

randomly chosen households were notified of their own stored drinking water and/or hand-

rinse water quality. Households that received the test results—all of which were bad, i.e.

contaminated—were more likely to self-report improved water management and hygiene be-

haviors, but less likely to improve their actual drinking water or hand-rinse water quality two

months later, compared to the control group—which received general information only.35
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Luoto et al. (2011) tested both source water and households’ own water quality in rural

Kenya in the scope of a household survey. All households received water purification kits,

and a random sub-sample learned that their source water was contaminated. Furthermore, a

random sub-sample of the latter additionally received the test result of their household’s own

stored water—most times (87%) contaminated. The authors find that information provision5

of source water quality significantly increases water purification efforts two months later.

These do not increase further once the household’s own water quality is revealed.

In a household survey in rural India a random sample of households learned the quality of

their own drinking water and received information on water management practices, while the

control group received neither test nor information. Using data from this experiment Hamoudi10

et al. (2012) find, in a situation where almost 90% of tested households had contaminated

drinking water, that water quality testing increased demand for commercial water sources,

but had no effect on time-intensive water management practices.

25



Appendix B Sampling

In November 2012 to January 2013 a census was conducted of all households belonging to

active KNCU members of the insurance intervention and control areas in districts Hai, Moshi

Rural, and Rombo of the Kilimanjaro region. A random sample of 1,500 households was then

selected from the census, stratified by geographic area and insurance intervention.37 Namely5

500 households were drawn from the Rombo district and 1,000 from the Hai and Moshi Rural

districts (the study population in Moshi Rural district is near the border with Hai district),

such that half of the sample in each of these areas was drawn from the insurance intervention

area, and the other half from the insurance control area. Because of logistical reasons an

additional stratification was made at the smallest administrative unit, the sub-village, such10

that from each sub-village, in each stratum, approximately the same number of households

was randomly drawn. Thus, sampling probability weights are necessary in the analyses.

Additionally, per sub-village, 40% extra households were randomly drawn, to serve as

replacement in case a household in the original sample could not be interviewed. Ultimately

84 households (5.6%) of the original sample were replaced (equally distributed between the15

insurance treatment and control group), mostly due to households’ unavailability for the in-

terview (39%), followed by: household moved (17%), household listed twice (17%), household

refused to be interviewed (16%), household unknown (6%), household no longer exists (6%).

37The census data were furthermore used by the KNCU Health Plan as administrative base for the insurance.
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Appendix C Additional tables and figures

Figure C1: Insurance intervention and control KNCU primary societies (PSs) and their villages. Hai district
is located on the far west side of the map (containing PSs Isuki, Lemira Mroma, Masama Saawe, Machame
Nkuu, and Narumu). Moshi Rural is the district east of Hai (containing PSs Umbwe Ndoo and Kombo),
while Rombo is the most eastern district (containing PSs Shimbi and Mkuu Masaseni). For completion,
Moshi Urban district is located to the south of Moshi Rural, and is not included in the research. The
(control) treatment villages in this figure denote the areas where—at the time of the baseline survey—the
health insurance intervention, i.e. the KNCU Health Plan, was planned (not) to be offered. Because it proved
not possible to introduce the KNCU Health Plan in the Rombo district, the two PSs in Rombo were excluded
from the follow-up survey and subsequent analyses. Note that the research population resides on the slopes
of mount Kilimanjaro, increasing in altitude towards the north-northwest of the map. Substantial travel time
is needed between treatment and control group villages, sometimes even between villages of the same primary
society. Lemira Lutheran dispensary is located within the cluster of Isuki and Lemira Mroma villages (north
side). Umbwe Parish dispensary is located in the Umbwe Ndoo and Kombo village cluster (southeast side).
PSs Masama Saawe, Machame Nkuu, and Narumu have a popular dispensary within their village clusters as
well. Source: GPS coordinates collected by EDI Ltd. in November 2012. Map adapted from Google maps.

Table C1: KNCU Health Plan details per primary society (insurance intervention group)

Primary society District Primary health facility Start date End date

Isuki Hai Lemira Lutheran dispensary+ 1-Jul-2013 30-Jun-2014*
Lemira Mroma Hai Lemira Lutheran dispensary+ 1-Aug-2013 31-Jul-2014*
Umbwe Ndoo Moshi Rural Umbwe Parish dispensary 1-Oct-2013 31-Dec-2014**
Kombo Moshi Rural Umbwe Parish dispensary 1-Oct-2013 31-Dec-2014**
Shimbi Rombo n/a n/a n/a

Note: +Lemira Lutheran dispensary was upgraded in the scope of the KNCU Health Plan in
May–August 2013. *In Hai district the KNCU Health Plan could be renewed for another year
after the shown end date. **In Moshi Rural the first insurance period was extended until the
end of 2014 (three additional months for free). As of 1 January 2015 the KNCU Health Plan
was terminated in this district. Instead, all households in Moshi Rural could then enroll in
the new iCHF insurance (see Section 2).
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Table C2: Attrition: baseline means of sample vs. individuals lost to follow-up

Sample Lost to ∆Mean
follow-up

Mean Mean p-value
(N=1536) (N=623)

Main
BP test 0.81 0.80 0.841
High BPa 0.31 0.21 <.001***
Insurance program area 0.50 0.41 <.001***
Self-reported HT 0.23 0.14 <.001***
BP check - past 12 months 0.35 0.26 <.001***
Consult for HT - past 12 months 0.17 0.12 <.001***
Any health insurance 0.15 0.14 0.575

Socio-economic characteristics
Age (years) 55.4 43.1 <.001***
Female 0.60 0.48 <.001***

Marriedb 0.69 0.42 <.001***
Workedc - past 12 months 0.20 0.25 0.008**
Religion: Christian 0.96 0.97 0.475
Mother tongue: Chagga 0.99 0.99 0.160

Educd: None 0.10 0.10 0.997
Educ: Less than primary school 0.31 0.18 <.001***
Educ: Primary school 0.53 0.57 0.148
Educ: More than primary school 0.06 0.16 <.001***

Self-reported illness/ injury
Chronic illness 0.42 0.28 <.001***
Acute illness / injury - past 12 months 0.50 0.42 <.001***
Hospitalization - past 12 months 0.07 0.07 0.931

Household characteristics
Annual consumptione - PC (TZS / 1,000) 862 862 0.998

Financial health shock - past 12 months 0.37 0.41 0.087+

Household size 4.34 4.86 <.001***
#Young children in HH (age < 5) 0.19 0.20 0.758
#Elderly in HH (age ≥ 60) 0.73 0.61 <.001***
#Reproductive age women (15–45) in HH 0.50 0.62 <.001***

Note: The table shows statistics for all adults who gave consent for the biomedical
part of the baseline survey (questions and measurements). Means weighted and
p-values clustered at the household level, in accordance with the sampling method
BP=blood pressure; HT= hypertension; HH=household; PC= per capita; a43 in-
dividuals with missing test result excluded (Sample: 25; Lost to follow-up: 18);
bIncludes mono- and polygamous marriage; cApart from household chores and

family farming; dHighest completed educational level; eTwo outliers excluded;
+ p<.10, * p<.05, ** p<.01, *** p<.001.
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Table C3: Baseline means of individuals lost to follow-up, by test assignment

BP Test No BP test ∆Mean
Mean Mean p-value

(N=495) (N=128)

Main
Insurance program area 0.41 0.44 0.613
Self-reported HT 0.14 0.15 0.813
BP check - past 12 months 0.27 0.21 0.214
Consult for HT - past 12 months 0.11 0.13 0.738
Any health insurance 0.13 0.17 0.392

Socio-economic characteristics
Age (years) 43.1 42.8 0.892
Female 0.50 0.40 0.108
Marrieda 0.42 0.40 0.667

Workedb - past 12 months 0.24 0.28 0.439
Religion: Christian 0.97 0.97 0.989
Mother tongue: Chagga 0.99 0.99 0.686
Educc: None 0.10 0.09 0.710
Educ: Less than primary school 0.17 0.21 0.399

Educ: Primary school 0.58 0.49 0.090+

Educ: More than primary school 0.14 0.21 0.150

Self-reported illness/ injury
Chronic illness 0.27 0.31 0.485
Acute illness / injury - past 12 months 0.42 0.43 0.894
Hospitalization - past 12 months 0.07 0.09 0.497

Household characteristics

Annual consumptiond - PC (TZS / 1,000) 857 883 0.629
Financial health shock - past 12 months 0.42 0.38 0.578
Household size 4.90 4.70 0.385
#Young children in HH (age < 5) 0.21 0.15 0.299
#Elderly in HH (age ≥ 60) 0.60 0.64 0.645
#Reproductive age women (15–45) in HH 0.64 0.55 0.349

Note: The table shows statistics for all adults who gave consent for the biomedi-
cal part of the baseline survey (questions and measurements), but who were lost
to follow-up. Means are weighted and p-values clustered at the household level,
in accordance with the sampling method. BP=blood pressure; HT= hyperten-
sion; HH= household; PC=per capita; aIncludes mono- and polygamous mar-

riage; bApart from household chores and family farming; cHighest completed

educational level; dOne outlier excluded; + p<.10.
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Table C4: Baseline characteristics, by insurance intervention/control area

Ins. area Not Ins. area ∆Mean
Mean Mean p-value

(N=797) (N=739)

Main
BP test 0.79 0.82 0.188
High BPa 0.25 0.37 <.001***
Self-reported HT 0.22 0.25 0.154

BP check - past 12 months 0.33 0.37 0.060+

Consult for HT - past 12 months 0.17 0.17 0.685
Any health insurance 0.15 0.14 0.743

Socio-economic characteristics
Age (years) 54.9 55.8 0.307
Female 0.60 0.61 0.712

Marriedb 0.70 0.69 0.666
Workedc - past 12 months 0.20 0.20 0.808
Religion: Christian 0.94 0.98 0.003**
Mother tongue: Chagga 1.00 0.97 0.002**

Educd: None 0.11 0.09 0.176
Educ: Less than primary school 0.31 0.32 0.711
Educ: Primary school 0.54 0.52 0.438
Educ: More than primary school 0.04 0.07 0.003**

Self-reported illness/ injury
Chronic illness 0.41 0.44 0.252
Acute illness / injury - past 12 months 0.49 0.51 0.463
Hospitalization - past 12 months 0.08 0.07 0.337

Household characteristics
Annual consumptione - PC (TZS / 1,000) 851 873 0.382
Financial health shock - past 12 months 0.39 0.36 0.432
Household size 4.27 4.40 0.340
#Young children in HH (age < 5) 0.18 0.16 0.486
#Elderly in HH (age ≥ 60) 0.72 0.72 0.893
#Reproductive age women (15–45) in HH 0.50 0.49 0.841

Note: The table shows statistics for all adults who gave consent for the biomedical
part of both surveys (questions and measurements). Means are weighted and p-
values clustered at the household level, in accordance with the sampling method.
BP=blood pressure; HT= hypertension; HH=household; PC=per capita; a25 indi-

viduals with missing test result excluded (Ins. Treat: 8; Ins. Control: 17); bIn-
cludes mono- and polygamous marriage; cApart from household chores and family

farming; dHighest completed educational level; eOne outlier excluded; Ins.=Insur-

ance intervention; + p<.10, * p<.05, ** p<.01, *** p<.001.

Table C5: Results corresponding to equation 1

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
BP test 0.022 0.014 0.044 0.009

(0.032) (0.039) (0.030) (0.032)
Constant -0.018 0.029 -0.064∗ 0.063∗

(0.028) (0.034) (0.027) (0.028)
Observations 3064 3056 3056 3072

Note: Fixed effects regression on balanced two-period panel; weighted
and standard errors clustered at household level, according to the
sampling frame. Standard errors in parentheses. All independent
variables are interacted with time dummy (notation “× Time”
omitted). BP=blood pressure; HT=hypertension; 12m=12 months;
+ p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.
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Figure C2: Detailed health insurance enrollment, by test result and insurance area (N=1511). No one in the
insurance control area took up the KNCU Health Plan, as envisaged in the research design. Observations
in the insurance intervention [control] area: Total: 789 [722]; High blood pressure: 209 [258]; Good blood
pressure: 425 [326]; Control group (no test): 155 [138].

Table C6: Results corresponding to equation 3

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
BP test 0.064 0.025 0.056 0.018

(0.047) (0.051) (0.043) (0.044)
BP test × Ins.area -0.079 -0.023 -0.021 -0.002

(0.064) (0.077) (0.061) (0.064)
Ins.area 0.055 0.001 0.034 0.128∗

(0.056) (0.067) (0.054) (0.055)
Constant -0.048 0.028 -0.082∗ -0.006

(0.041) (0.044) (0.038) (0.039)
Observations 3064 3056 3056 3072

Note: Fixed effects regression on balanced two-period panel; weighted and
standard errors clustered at household level, according to the sampling
frame. Standard errors in parentheses. All independent variables are inter-
acted with time dummy (notation “× Time” omitted). BP=blood pressure;
HT=hypertension; 12m=12 months; Ins.area= Insurance intervention area;
+ p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.
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Figure C3: Outcomes by age group and test result (N=1511). The baseline and follow-up lines roughly have
parallel trends, indicating no heterogeneity in the test effect by age. Observations per test result: High blood
pressure: 467; Good blood pressure: 751; Control group (no test): 293. High blood pressure age-cohort 18–39
has the smallest number of observations, namely 16. The second smallest observation number is 43, in the
same age-cohort of the control (no test) group.
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Table C7: Heterogeneity by self-reported hypertension at baseline, corresponding to eq. 4

(1) (2) (3) (4)
Self-repor- BP check: Consult for Insured

ted HT 12m HT: 12m
Good BP -0.081∗ -0.012 -0.064∗ 0.009

(0.040) (0.066) (0.029) (0.051)
Good BP × Self-reported HT -0.155 -0.131 0.018 0.007

(0.116) (0.120) (0.130) (0.088)

High BP 0.177∗∗∗ 0.100 0.067+ 0.036
(0.053) (0.069) (0.040) (0.049)

High BP × Self-reported HT -0.011 -0.109 0.182 -0.040
(0.113) (0.116) (0.125) (0.086)

Good BP × Ins.area 0.013 -0.007 0.040 0.052
(0.053) (0.090) (0.040) (0.068)

Good BP × Ins.area × Self-reported HT -0.108 0.071 -0.069 -0.171
(0.163) (0.199) (0.199) (0.131)

High BP × Ins.area 0.012 -0.041 0.092 -0.004
(0.078) (0.102) (0.064) (0.073)

High BP × Ins.area × Self-reported HT 0.008 0.115 -0.134 -0.158
(0.162) (0.188) (0.202) (0.131)

Ins.area -0.019 0.038 -0.010 0.094+

(0.049) (0.074) (0.037) (0.055)

Ins.area × Self-reported HT 0.089 -0.237 0.017 0.162+

(0.132) (0.153) (0.156) (0.094)
Self-reported HT -0.594∗∗∗ -0.187∗ -0.472∗∗∗ 0.019

(0.092) (0.086) (0.095) (0.062)
Constant 0.136∗∗∗ 0.085 0.063∗ -0.012

(0.037) (0.054) (0.026) (0.045)
Observations 3014 3008 3006 3022

Note: Fixed effects regression on balanced two-period panel; weighted and standard errors
clustered at household level, according to the sampling frame. Standard errors in parentheses.
All independent variables are interacted with time dummy (notation “× Time” omitted).
BP=blood pressure; HT=hypertension; 12m=12 months; Ins.area= Insurance intervention area;
+ p < .10, ∗ p < .05, ∗∗ p < .01, ∗∗∗ p < .001.
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